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* Pre-train a language model and speech synthesizer :
based on the pseudo-phone units [m]=pcHl
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relying on any labels

* Generate an utterance by selecting a word with a help
of vision based focusing mechanism

» Can only pronounce single-word utterances
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